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Concept of Process MonitoringConcept of Process Monitoring

Effective maintenance starts with an early 
detection of developing problems

An engineer has a chance to 
stop the problem before it 
grows into a full malady

Data rich but information scarce 
from process automation

Process monitoring
using multivariate statistical analysisHow do we extract an useful information ?

Obtaining  stable condition
Improving process efficiency

Conventional Monitoring MethodsConventional Monitoring Methods

Multivariate Statistical Methods using PCA/PLS
Can handle high dimensional, noisy and correlated data by 
projecting the original data onto a lower dimensional 
subspace
Use of in-control (normal) runs in the historical database
Development of the statistical model that characterizes 
normal operation (NOC)
Computation of control chart limits for use in monitoring 
future samples

Hotelling T2 chart, Squared prediction error(SPE) chart
Not appropriate for non-stationary, dynamic, or non-
Gaussian data

ICA
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• Independent component analysis (ICA) is a statistical 
method, the goal of which is to decompose the multivariate 
data  x into a linear sum of statistically independent 
components, i.e.

x = A s

The Concept of Independent Component AnalysisThe Concept of Independent Component Analysis

x1(t) = a11s1(t)+a12s2(t)+a13s3(t)

x2(t) = a21s1(t)+a22s2(t)+a23s3(t)

x3(t) = a31s1(t)+a32s2(t)+a33s3(t)

We should find aij , s1(t), s2(t) and s3(t) from 
only x1(t), x2(t) and x3(t) 

x1

x2

x3

s1

s2

s3

How can we find source signals from only x?How can we find source signals from only x?
x = A s

si : statistically independent and var(si)=1

A: unknown mixing matrix (square matrix)

• If W=A-1, we can exactly recover source signal from s = W x.

• How can we find W from only x? 

W is initialized and updated to maximize the non-Gaussianity of s

• More non-Gaussian, more independent!

Measure of Nongaussianity
• Kurtosis: kurt(y) = E(y4) – 3 ( E(y2))2

kurtosis is zero for a Gaussian random variable
very sensitive to outliers

• Negentropy: 
Hyvärinen(1998) develpoed a robust  approximation equation 
of negentropy
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Brief procedures of ICABrief procedures of ICA

1. Centering (mixed and independent source is zero-mean)

2. Whitening 

Transform the observed vector x linearly so that 

3. BT is initialized and updated to maximize the negentropy
of s(k)

4. Since                            and                            , W can be 
obtained by                  .
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Comparison between PCA and ICAComparison between PCA and ICA

PCA
1. Second-order method (mean, 

variance)

2. Using only the information 
contained in the covariance 
matrix of the data vector x

3. Assume Gaussianity of x 

4.     Computationally simple

ICA
1. Higher-order method        

(mean,variance, 
skewness,kurtosis, etc)

2. Use information on the 
distribution of x that is not 
contained in the covariance 
matrix

3. Assume non-Gaussianity of x

4. More sophisticated techniques
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Comparison ICA solution with PCA solutionComparison ICA solution with PCA solution
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New monitoring procedures (Modeling Part I)New monitoring procedures (Modeling Part I)

1. Mean centering and variance saling

2. Whitening procedure:

3. ICA procedure

Obtain W, B, and Snormal from 

3.  Calculate the norm of the row vectors of W and separate W
into the deterministic part and the excluded part based on the 
magnitude of norms. B and Snormal can be separated with the 
same criterion.

normalnormal QXZ =

normal
T

normalnormal ZBWXS ==

ed WWW ,→ ed BBB ,→
normaldd XWS =

normalee XWS =
normalS
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New monitoring procedures (Modeling Part II)New monitoring procedures (Modeling Part II)

4. Calculate I2, Ie
2 and SPE metrics

where

5.  Obtain control limits of I2, Ie
2 and SPE metrics at each time 

using kernel density estimation
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Kernel density estimation
Density estimation is the construction of an estimate 

of the density function from the observed data.

II22, I, Iee
22 andand SPESPE are not normally distributedare not normally distributed

Contribution for fault identificationContribution for fault identification
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• Kernel estimator 

where h is the window width (smoothing parameter or bandwidth)

K: the shape of the bumps,        h: width of bumps

will inherit all the continuity and differentiability properties of the kernel K

Kernel density estimation (KDE)Kernel density estimation (KDE)
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Process monitoring of ICAProcess monitoring of ICA

Normalization and and whitening

Obtain ICA model (W,S) and SPE from NOC

Determine the control chart limits of I2 and Ie
2 and SPE statistics using KDE

Acquire time series data under normal operation

OnOn--line monitoringline monitoring

For new data, calculate I2 and Ie
2 and SPE values 

Monitor if Inew
2, Inewe

2, and SPE values exceed the control limits

ModelingModeling
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For detail information about benchmark, refer COST working group homepage,

http://www.ensic.u-nancy.fr/COSTWWTP

Case Study: simulation benchmarkCase Study: simulation benchmark

Unit 1 Unit 2 Unit 3 Unit 4 Unit 5

m = 1

m = 10

m = 6

Q0, Z0

Qa, Za

Qr, Zr
Qw, Zw

Qe, Ze

Qf, Zf

Qu, Zu

Wastewater Clarifier
To river

Wastage

Internal recycle

External recycle

Anoxic section Aerated section

PI

Nitrate

PI

Dissolved
oxygen

kLa

kL a = oxygen transfer coefficient

Variables used in the monitoring and Variables used in the monitoring and 
disturbance typedisturbance type
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No. Symbol Meaning

1 SNHin
Influent ammoniac 

concentration

2 Qin
Influent flow rate

3 TSS4
Total suspended solid 

(reactor 4)

4 S-O3
Dissolved oxygen 

concentration (reactor 3)

5 S-O4
Dissolved oxygen 

concentration (reactor 4)

6 KLa5
Oxygen transfer 

coefficient (reactor 5)

7 S-NO2
Nitrate concentration 

(reactor 2)

• External process disturbance (storm event)

High flow rate, low ammonia conc. in influent load 

• Internal disturbance

Nitrification rate decrease in the aeration basin

Disturbance type
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ICA monitoring chartsICA monitoring charts
(external disturbance: storm events)(external disturbance: storm events)
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PCA PCA monitoring chartsmonitoring charts (internal disturbance)(internal disturbance)

0 200 400 600 800 1000 1200 14000

2

4

6

8

10

12

14

Sample Number

T2

0 200 400 600 800 1000 1200 1400
0

1

2

3

4

5

6

Sample Number

S
P

E

PCA monitoring charts can not 
detect internal disturbance and just 
shows many false alarms since the 
periodic features of WWTP are 
dominant.

False alarms
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ICA ICA monitoring chartsmonitoring charts (internal disturbance)(internal disturbance)
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ICs plot and Contribution plotICs plot and Contribution plot
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• ICs plot shows that samples where internal disturbance occur are detected easily.

• Variable 1 (S-NHin ), variable 4 (S-O3), and variable 7(S-NO2) are primarily 
contributed to the I2 statistic 
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ConclusionConclusion

1. ICA
Higher order decorrelation method 

Can find underlying factors from multivariate statistical data

2.   ICA monitoring can give  better performances rather 
than PCA monitoring to detect internal disturbance

3.   Extension of ICA monitoring 

Batch 
process

Dynamic
ICA

EWMA-
ICA

Nonlinear
ICA

Multiscale
ICA

ICA


